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Abstract. In time series analysis using the SSA method, a univariate series is converted into 
the multivariate one by shifts. The resulting trajectory matrix is subjected to principal 
component analysis (PCA). However, the principal components can also be computed using 
the PCA-Seq method if segments of the original series are selected as objects. The matrix of 
Euclidean distances between the objects can be obtained using any method, which offers 
additional opportunities for time series analysis compared to the conventional SSA. In this 
study, the PCA-Seq method was used to analyze the dynamics of COVID-19 epidemic 
indicators. 

 
1.  Introduction. 
When does new knowledge get integrated into the science? Does it occur once this piece of knowledge 
has been published, or when it has become known to the general public, or when it starts to be used to 
obtain further knowledge? 

Let us take the Principal Component Analysis (PCA) as an example. According to its most 
generally used definition, this method finds the linear combinations of the variables with maximum 
variance. Almost half a century has passed between the idea and its practical application. The original 
idea (the plot) was presented by Galton (1886) [1], and Pearson's article (1901) [2] was the first 
publication focusing on this method. PCA has become widely known and started to be practically 
applied after the Hotelling's article (1933) [3] had been published. The main approach involved 
computing the correlation matrix and its eigenvectors. This very publication has immediately made 
Hotelling famous, wherease it was not until the late 20th century that the world learned about the 
Pearson's priority and Galton's contribution. It is worth noting that Galton's work has paved the way 
for biometrics, which later on became mathematical statistics. However, this very plot remained 
ununderstood at that time (probably for Galton as well), and no citations to the Pearson's study 
(including autocitations) were made for almost a century. 

Principal coordinate (PCo) analysis consists in finding mutual arrangement of the objects in a 
multivariate Euclidean space using the matrix of Euclidean distances (EDM) between them. 
Torgerson's paper [4] was the first publication focusing on principal coordinate analysis. Gower [5] 
proposed an algorithm and proved that PCo and PCA are equivalent. To date, the Gower's work has 
been cited more than 4,000 times. It would be wrong to deny that it is widely known. 

However, PCo is almost never used in practice. The reason for that is rather simple. In full 
compliance with the aforementioned definition, researchers do not perceive PCA separately from 
variables and the correlation/covariance matrices. From this perspective, it is difficult to compute PCA 
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in a situation when there are many variables (or extremely difficult if their number is very large). In 
the case when there are no variables, using PCA is out of the question. And if there are no variables, 
how can the results be interpreted? 

PCo is still perceived only as a multidimensional scaling (MDS) method. The experts simply are 
unaware that PCo is another technique for computing PCA and it is enough to know the EDM between 
the objects. The objects themselves can even be non-numeric [6]. 

This is true for time series analysis using SSA [7]. When analyzing time series using the SSA 
method, a univariate series is converted into a multivariate one by shifts. The resulting “object–
variable” trajectory matrix is subjected to PCA. Although the objects and variables in this matrix are 
formally equitable, SSA views the trajectory matrix solely as a combination of variables, while the 
objects are not even regarded as independent entities. 

However, the principal components can also be computed using the PCA-Seq method if segments 
of the original series are selected as objects. Any Euclidean distances between the segments can be 
chosen in time series analysis [8], thus offering additional opportunities compared to the conventional 
SSA method. 

In this study, the PCA-Seq method was used to analyze the dynamics of COVID-19 epidemic 
characterisics. 
 
2.  Material and methods. 
The original data was taken from the website https://ourworldindata.org/coronavirus and further 
verified using the website https://www.worldometer.info/coronavirus/. The dynamics of the daily 
new_cases_smoothed and new_deaths_smoothed in the USA are analyzed. December 31, 2019 (the 
day the epidemic began in Wuhan, China) is considered the first day of the global pandemic, so for the 
United States, the first curve starts from the 22nd day, the second from the 62nd day. 

Both series were logarithmized and processed using SSA and PCA-Seq.  
The PCA-Seq algorithm [8]. Let there be a sequence Q = {q1, q2, ..., qN} of any type of elements. 

Choose a lag L, N > L > 1. Denote by Qi the fragment Q of length L terminated by the element qi, Qi = 
(qi–L+1, qi–L+2, ..., qi–1, qi), i = L, ..., N. Compute the matrix of any Euclidean distances D = (dij = d(Qi, 
Qj)) between all fragments. Apply the method of principal coordinates (PCo) to D and obtain its 
principal components PCs [5]. If there is a numerical series and the squared Euclidean distances are 
ordinary sums of squared differences, then PCA-Seq is equivalent to SSA. In general, SSA is a special 
case of PCA-Seq. 

The outbreak typically involves several stages: the onset that goes almost unnoticed and is difficult 
to detect; the rise (usually exponential); the plateau (fluctuations around or near a certain level); and 
the decline (either slow or fast). Sometimes the plateau stage is suddenly followed by one or more 
uplift waves. As a rule, this indicates the territorial disunity of the population. 

In order to adequately take this into account, we calculate the distance between the fragments as 
follows. The behavior patterns of the fragments corresponding to each stage are supposed to be more 
similar. They can actually be regarded as small time series. For time series, the behavioral similarity 
regardless of their scale is usually assigned by correlation coefficient r. If the time series are pre-
standardized, then r = ∑xiyi. Standardization is subtracting the mean and dividing by the standard 
deviation. After the standardization, all the series are of unit length; the correlation coefficient is the 
cosine of the angle between two vectors. Angle is a locally unit spherical Euclidean distance of 
Cavalli-Sforza & Edwards; d = arccos(r) [9, 10]. Therefore, in order to compute PCs, it is sufficient to 
build a correlation matrix for all the segments of a time series (standardization is automatically 
performed for the correlation coefficient), transform it to EDM through arccosine, and apply PCo to it. 
We will denote them arcPCs in order to distinguish them from PCs obtained using regular SSA 
(ssaPCs). 

The computations were carried out using the PAST, Statistica, and Jacobi4 packages [11]. 
 
3.  Results. 
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It is known that there are 7-day fluctuations in the series under study, caused both by a delay in the 
registration of illness and death on weekends, and by a real rise in morbidity due to an increase in the 
number of contacts on weekends. On the other hand, when processing time series using a sliding 
window, there is always a small induced cyclicity with a period equal to the length of the window 
(Slutsky effect). To avoid interference of these periods lag L is chosen equal to 11. 

Fig. 1a shows the dynamics of the daily new_cases_smoothed (Ncs) in USA, the 11-day mean, and 
ssaPC1. It can be seen that the behavior of ssaPC1 almost completely coincides with the dynamics of 
the mean (r=0.99). This is not surprising, since it accounts for almost 100% of the total variance. 
Undoubtedly, this is caused by the peculiarities of the series itself: a fast and powerful rise, even on a 
logarithmic scale, and then a slight decline, interrupted by small rises. Against the background of the 
initial rise, all these fluctuations seem small, but the number 4, around which these fluctuations occur, 
means 104, that is, about a ten thousand cases per day. 

The dynamics of arcPC1 shows that the positions of the 11-day segments on the arcPC1 axis are 
different during the up and down phases, but they are close in each phase. The position of the 
trajectory above zero coincides with the rise of the epidemic curve. This graph and the phase portrait 
(Fig. 1b) demonstrate quite clear and regular cyclical fluctuations with a period of about 100 days, two 
full and the beginning of the third. The nature of these fluctuations is unclear. A possible explanation 
could be the following consideration. The United States consists of several dozen fairly autonomous 
populations. The central government does not have the ability to quarantine the whole country, state 
governors have enough authority to conduct an independent policy. Therefore, epidemics in them 
occur at different times and at different scales; as a result, the epidemic curve actually consists of the 
sum of the curves and stretches over time. However, fluctuations look too regular for such an 
explanation. 
 
 

  
Figure 1. USA. a) The dynamics of new cases smoothed: 11-day mean, ssaPC1, and arcPC1; 

b) The phase portrait for the trajectory of new cases dynamics in the projection onto first two arcPCs plane. 
 
 

The new deaths dynamic and its indicators (Fig 2a, b), naturally, are several days behind the new 
cases dynamic and the scale is much smaller, but the nature of the fluctuations is the same. The only 
difference is that the new cases dynamic is not going to decline, and the new deaths dynamic is going 
down a little bit. Time will tell whether this trend will continue. In any case, it is too early to talk about 
the end of the pandemic. 

 
Why are SSA and PCA-Seq useful in epidemic curve analysis and how are they different? The 

ssaPC1 practically repeats the moving average and practically does not react to its small deviations in 
one direction or another. The arcPC1, on the other hand, begins to fluctuate sharply if the constancy 
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(plateau) has been broken (even slightly). There is nothing mysterious about this. The arcPC1 plot, 
obtained through correlations between fragments, shows the direction of changes in the moving 
average, not the absolute level it reached. Since the arcPC1 value was calculated using all the values 
within the fragment, it is as computationally robust as the moving average. However, the moving 
average cannot distinguish between the rising and falling stages, since in both cases it passes through 
the same values. 
 

  
Figure 2. USA. a) The dynamics of new deaths smoothed: 11-day mean, ssaPC1, and arcPC1; 

b) The phase portrait for the trajectory of new deaths dynamics in the projection onto first two arcPCs plane 
 
 

The direction of changes in the number of new cases is positive at the growth stage, fluctuates 
around zero at the plateau, and negative at the decline stage. The arcPC1 provides additional 
information regarding the phase of the epidemic and changes that will occur in the near future. Of 
course, we can and get this information if we take the derivative of the moving average. But for this 
we need a few more points. But arcPC1 provides this information now, based on the same fragment, 
which was used to calculate the moving average. 

One can try using the following principal components for this purpose, ssaPC2 and ssaPC3 (Fig 
3a). If we calculate the first and second derivatives of the dynamics new deaths and look at their phase 
portrait, then we will see a significant similarity (Fig. 3b; Table 1). This is not an accidental similarity, 
but a well-known property of orthogonal decomposition of a time series [11]). By Bartlett's theorem 
for stationary random time series, all odd derivatives are in the aggregate orthogonal to even. One of 
the components is usually a derivative of the other component. The sine–cosine pair is an example. 
The correlation coefficient for them is zero. 
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Figure 3. a) The phase portrait for the trajectory of new deaths dynamics in the projection onto 
ssaPC2‒ssaPC3 plane; b) The phase portrait for the trajectory of new deaths dynamics in the projection onto 
the plane of first & second derivatives. 
 

If so, why then apply PCA-seq to a time series at all? Derivatives are also sensitive to process 
scaling (Fig. 3b; Table 1). In fact, they only react to noticeable deviations from the current level. 

In PCA-Seq, the situation is different. We choose the distance ourselves and can choose it more 
suitable for the situation. For example, in Fig. 1b, 2b phase portraits are practically a circles. The 
difference with the previous graphs, Fig 1a, 2a, is that another distance was chosen between the 
fragments. The correlation coefficient removes not only the mean, but also the variance. In fact, the 
angular distance of Cavalli-Sforza adjusts itself on any part of the curve. 
 

Table 1. Correlation coefficients between indicators of COVID-19 dynamics 
 

USA Mean StDev FirstDev SecondDev ssaPC1 ssaPC2 ssaPC3 arcPC1 arcPC2 
Mean 1 -0.723 -0.717 0.028 0.991 -0.016 0 0.438 0.061 
StDev -0.723 1 0.958 -0.185 -0.733 -0.619 -0.029 -0.546 0.04 

FirstDev -0.717 0.958 1 -0.167 -0.728 -0.685 0.011 -0.706 0.033 
SecondDev 0.028 -0.185 -0.167 1 0.032 0.225 0.97 0.109 -0.657 

ssaPC1 0.991 -0.733 -0.728 0.032 1 0 0 0.447 0.059 
ssaPC2 -0.016 -0.619 -0.685 0.225 0 1 0 0.555 -0.123 
ssaPC3 0 -0.029 0.011 0.97 0 0 1 -0.038 -0.628 
arcPC1 0.438 -0.546 -0.706 0.109 0.447 0.555 -0.038 1 0 
arcPC2 0.061 0.04 0.033 -0.657 0.059 -0.123 -0.628 0 1 

 
 
4.  Discussion. 
From the point of view of using the mathematical apparatus, both SSA and its generalization PCA-Seq 
help to more comprehensively imagine the nature of the phenomenon under study and, possibly, will 
be useful in developing forecast methods. Another possible application is the verification of 
mathematical models expressed as systems of differential equations. The processing of the solutions 
obtained in them using orthogonal decompositions and comparison with the results of processing the 
observed data can help to verify the models themselves. 

The options for choosing Euclidean distances in PCA-Seq are certainly not limited to the spherical 
Euclidean distance of Cavalli-Sforza & Edwards. In particular, very promising are the distances 
obtained from ecological indices [13], for example, the Jaccard-Steinhaus distance obtained from the 
Jaccard index, which is widely used now. 
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